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1. Introduction 

 Over the past few decades, there has been a rising interest in the use of dynamic 

multimodal environments in learning and assessment. One promising feature of such 

environments is their potential to provide new avenues by which students can more easily 

convey their content knowledge and skills.  Fulfilling this potential, however, can prove 

quite difficult.  Without careful design, students may be presented with too much or too 

little information about relevant content, or they may be presented with information 

through a poorly designed format (e.g., through a cluttered screen containing many 

extraneous stimuli).  Such design features can hinder students in conveying their content 

knowledge and skills.  In a case with too much information, for instance, the task may too 

easily guide students to a correct response, thereby leaving little room for students to 

convey their own content knowledge and skills.  Similarly, in a case of either too little 

information or poorly presented information, students with relevant content knowledge 

may be unable to convey their knowledge due to a confusion about which stimuli are 

relevant to a task or about how such stimuli relate to a target question.  Given this, two 

questions arise as to how dynamic multimodal environments might fulfill their potential 

to provide new avenues by which students can more easily convey their content 

knowledge and skills.  First, which design features (or methods) of dynamic multimodal 

environments can help fulfill this potential?  Second, how do such design features help to 

fulfill this potential? 
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To address these questions, we consider a novel dynamic multimodal 

environment for assessing student performance, called ONPAR.  ONPAR is designed to 

assess a wide variety of students; e.g., students with low English language proficiency or 

other language-related challenges, students with mood and anxiety problems, students 

with autism, and students without such learning-related challenges (Carr & Kopriva 

2013). 

What is it about ONPAR that has proven effective in assessing student 

performance?  To answer this, we begin in Section 2 by looking at a number of ONPAR 

methods that are designed to open up new paths by which students can better convey 

their content knowledge and skills, and we draw from research in cognitive science to 

examine how these ONPAR methods succeed in opening up such paths.  Then, in Section 

3, we consider various concepts that are employed in the videogame literature, and we 

examine how such concepts can be used to broadly situate ONPAR among other dynamic 

multimodal environments. 

 

2. Accessing students’ content knowledge and skills 

As many researchers have noted, meaning is not only grasped through the use of 

words but also through the use of various other presentation modes (e.g., symbols, 

shapes, sounds, colors) (Kress 1985, 1986; Kress & van Leeuwen 1996, 2001).  

Accordingly, data from a number of studies suggest that people acquire better 

understanding from multimodal environments than from unimodal environments (Mayer 

1989; Mayer & Gallini 1990; Clark & Paivio 1991; Mayer & Anderson 1991; Mayer & 
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Anderson 1992; Mayer et al. 1996; Moreno & Mayer 1999, 2002a; Fletcher & Tobias 

2005; Low & Sweller 2005; Moreno 2006; Moreno & Mayer 2007; Mayer 2009). 

In light of such work, ONPAR tasks employ many types of stimuli, including 

colors, objects, symbols, numbers, words, written information, spoken information, and 

spatial layout.  For instance, an assessment task on gas exchange includes animations 

with objects (e.g., test tubes, plants, animals, liquid droppers, containers of oxygen, and 

containers of carbon dioxide), colors (e.g., blue water, green solution, yellow lights, and 

green plants), and optional written and spoken questions (e.g., “What color will the water 

be in each test tube in light and dark?”). 

While the diversity of presentation modes is a key component of ONPAR 

assessment, it is more precisely the manner in which the presentation modes are used that 

is crucial to ONPAR.  Broadly described, ONPAR methods are designed to provide 

reliable entry into student memory, and thus, reliable access to students’ content 

knowledge and skills.  To illustrate, consider two memory systems that play a role in 

student assessment: long-term memory and working memory.  Long-term memory is a 

system with virtually limitless storage in which information can be held offline for long 

periods of time and then later retrieved for use.  Working memory, by contrast, is a 

limited-capacity system that is responsible for the conscious processing and manipulation 

of just a few pieces of information received from long-term memory or sensory systems 

(Baddeley & Della Sala 1996; Gobet & Simon 1996; Paas 2003; Dehn 2008; Sweller et 

al. 2011). 

The connections between long-term memory and working memory are 

bidirectional.  That is, working memory not only receives information from long-term 
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memory, but it also sends information to long-term memory for later retrieval.  This 

occurs most efficiently when one can actively connect information in working memory to 

information that already exists in long-term memory.  Similarly, information in long-term 

memory is most efficiently transferred to working memory when the information in 

working memory shares certain features with the information in long-term memory 

(Baddeley & Logie 1999; Dehn 2008; Sweller et al. 2011). 

For the purposes of educational assessment, three points are particularly relevant.  

First, information in long-term memory is not merely stored as a list of discrete facts and 

procedures, but rather as an interrelated network of associated concepts, propositions, 

strategies, and procedures (Dehn 2008; Sweller et al. 2011). Thus, if one wants to assess 

students’ content knowledge and skills, it is worth asking not only whether the student 

knows certain stand-alone facts but also how such facts are related to other concepts, 

propositions, strategies, and procedures in student memory (Pellegrino et al. 2001).  One 

way to access such information is through the use of open-ended questions.  Such 

questions not only provide students with an avenue to more fully portray their content 

knowledge and skills, but they also help rule out alternative explanations as to how a 

student arrived at a correct answer.  For instance, it is more likely that a student who 

correctly responds to a true-false question does so by guessing than it is that a student 

who correctly responds to a short-answer question does so by guessing.  When using 

open-ended questions, however, it is important for the questions to be worded and 

contextually situated in such a way that students who have relevant content knowledge 

can discern what the questions are asking.  For instance, if contextual information is 

poorly presented or the question is too open-ended, students with relevant content 
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knowledge might be misled about what the question is asking or about which stimuli are 

relevant to the question.  To help ensure that incorrect answers result from a lack of 

students’ content knowledge, and not from a failure of the test to convey relevant 

information, ONPAR tends to use what we call “assisted open-ended questions”.  For 

example, in a biology task, students are presented with the question, “Why does the water 

remain green?”, along with several nouns (e.g., “light”, “energy”, “oxygen”, and 

“animal”) and verb phrases (e.g., “released by”).  Then, students are required to drag and 

drop the words and phrases to construct a correct response to the question.  Similar 

response-related activities elicited by ONPAR tasks include dragging and dropping 

minerals in response to the instruction “Order the minerals from soft to hard”, positioning 

objects at various depths in a container of water with respect to their mass and volume, 

and dragging and dropping bacteria and connector lines in response to the instruction 

“Use the amino acid differences to make a cladogram for the bacteria”.  This use of 

combining fairly open-ended questions or instructions with an organizing structure of 

relevant response items allows students to convey their content knowledge and skills 

without being misled about what a question is asking or about which stimuli are most 

relevant to a task. 

The second point about how ONPAR methods provide reliable access to students’ 

content knowledge and skills pertains to the use of schemas in learning and assessment.  

Roughly, schemas are organizational structures in long-term memory that serve to encode 

students’ knowledge and skills in an interrelated network of concepts, propositions, 

strategies, and procedures (Dehn 2008).  Although working memory can only process a 

few pieces of information at a given time, existing schemas in long-term memory can be 



	
   6	
  

used to group together or “chunk” (Miller 1956) several pieces of information into a 

single informational structure.  This informational structure can then be efficiently 

processed as a single piece of information, thereby avoiding the strain on working 

memory that might otherwise result from processing each piece of information in 

isolation (Sweller et al. 2011; Guida et al. 2012).  This has clear relevance to student 

assessment.  Consider, for instance, an ONPAR task on food chains.  Students are 

initially presented with two illustrations.  The first illustration, labeled “Food Chain”, 

depicts a series of images interpolated with three rightward arrows, portrayed in the 

following order: [image of the sun], [rightward arrow], [image of a plant], [rightward 

arrow], [image of a rabbit], [rightward arrow], [image of a fox].  The second illustration, 

which is positioned directly below the first and labeled “Number of Living Things”, is a 

bar graph representing the population size of the three organisms from the food chain: the 

plant (which has an initial population of 12), the rabbit (which has an initial population of 

8), and the fox (which has an initial population of 4).  After observing the illustrations, 

students can then press the “GO” button to move to the second stage of the task.  In this 

stage, students watch a short animation in which a red “X” is placed over the image of the 

rabbit in the food chain illustration, and subsequently, the graph bar representing the 

rabbit population decreases from 8 to 0.  Students must then estimate how the graph bars 

representing the plant and fox populations should change in light of the changes in the 

rabbit population. 

With this example in mind, consider how a student’s knowledge schema might 

facilitate the student’s ability to identify and process relevant information.  Suppose, for 

instance, that a student possesses a schema of food chains and population size; 
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particularly, one that serves to group organisms together in accordance with a linear 

sequence of production and consumption (where an increase in the population of one 

organism tends to lead to a decrease in the population of organisms lower on the food 

chain and an increase in the population of organisms higher on the food chain).  Such 

schemas can prime students to quickly detect and attend to relevant stimuli; e.g., by 

priming them to quickly categorize stimuli as either organisms or relations between 

organisms.  By contrast, students without such a schema are more likely to perceive 

various stimuli (e.g., arrows, images, bars) in isolation from one another, and thus are less 

likely to discern the meaning or relevance of the stimuli, since the meaning and relevance 

are largely determined by how the stimuli relate to one another. 

Given this, consider how ONPAR’s multimodal design serves to differentiate 

students with relevant content knowledge from those without it.  Compare, for example, 

ONPAR design with that of more traditional text-based assessments.  In text-based 

assessments, students with language-related challenges may be unable to convey their 

relevant content knowledge and skills; for, an assessment environment that uses only 

text-based stimuli is likely insufficient for activating existing schemas in students with 

language-related challenges.  This can be problematic, since without the activation of 

students’ relevant knowledge schemas, students are likely to have difficulty in identifying 

and processing relevant information (Sweller et al. 2011), and thus are likely to perform 

as if they lacked the relevant content knowledge that they in fact have. 

ONPAR tasks aim to avoid this problem by providing multiple paths by which 

students’ relevant knowledge schemas might be activated.  To illustrate, consider again 

the food chain task.  Throughout the task, students are given information through 
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multiple presentation modes (e.g., images, shapes, symbols, colors, spatial layout, 

rollover icons, and written and spoken text).  Thus, if a student possesses relevant content 

knowledge, and thus a relevant knowledge schema, then although certain presentation 

modes (e.g., written text) might fail to convey information in a way that activates the 

student’s relevant knowledge schema, one of the other many presentation modes may 

well still succeed in doing so, and thus may well facilitate the student’s ability to identify 

and process relevant information.  Also, this use of multiple presentation modes in no 

way “dumbs down” the task, since any student who lacks the relevant content knowledge 

also lacks a relevant knowledge schema; and without the activation of a relevant 

knowledge schema, students remain at a significant disadvantage in identifying and 

processing relevant information, and thus in providing a correct response. 

The third point about how ONPAR methods provide reliable entry into student 

memory is closely related to the second point.  However, while the second point focuses 

more broadly on the role of multiple presentation modes in activating students’ 

knowledge schemas, the third point focuses more closely on how specific design features 

of ONPAR (such as the particular types of stimuli used and the particular organization of 

such stimuli) serve to facilitate efficient processing of information in students with 

relevant content knowledge and skills.  To illustrate, during knowledge-based 

assessments, students must transfer information from long-term memory to working 

memory, where they can then consciously processes it in order to provide a response 

(Mayer 2009; Sweller et al. 2011).  However, given the limited capacity of working 

memory, students who have relevant content knowledge may be unable to transfer it from 

long-term memory to working memory under certain conditions, and thus may fail to 
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provide a correct response.  For example, if students are assessed in an environment in 

which information is presented on a cluttered screen, it may appear as if students with 

relevant content knowledge fail to have it.  The reason is that by requiring extraneous 

processing in working memory (which might result from the student’s need to discern 

relevant information amongst a background of clutter), working memory may 

temporarily lack the resources to retrieve relevant information from long-term memory, 

and thus, students with relevant content knowledge might be unable to use such 

information to provide a correct response.  As Baker (2009) notes with respect to verbal 

stimuli:1 

 
Difficulty can inhere in structural and usage aspects of verbal stimulus 

materials to a degree that often swamps content knowledge….  It is 

important, then, that difficulty of assessments and the inferences made 

from lower performance is attributable to performance in the task domain 

of interest and is not confounded by language syntax that pose additional 

hurdles for the examinee. 

 
A similar point can be made with respect to non-verbal stimuli: namely, difficulties that 

are unrelated to the task domain of interest may exist in structural and usage aspects of 

non-verbal stimuli to a degree that swamps content knowledge.  While it is clear that such 

interference should be removed from assessment tasks, doing so requires the ability to 

identify the interferences, which can prove quite challenging when working with dynamic 

multimodal environments such as ONPAR.  Research in cognitive science, therefore, is 

particularly useful here, since it reveals a wide range of features that may unexpectedly 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
1 Also see Cole & Moss 1993; Pellegrino et al. 2001. 
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interfere with the retrieval of information from long-term memory and thereby interfere 

with students’ ability to convey their content knowledge and skills. 

Several studies, for instance, have found that when words are not presented in 

close spatial proximity to corresponding illustrations, people show decreased 

understanding of relevant content material (Mayer 1989; Sweller et al. 1990; Chandler & 

Sweller 1991; Mayer et al. 1995; Tindall-Ford et al. 1997; Moreno & Mayer 1999).  

Mayer (1989) presented a group of students with an illustration on the workings of car 

brakes, along with various written descriptions placed next to the relevant parts of the 

illustration.  A second group of students was presented with the same illustrations and 

written descriptions, but the illustrations were placed at the top of the page, while the 

corresponding written descriptions were placed at the bottom of the page.  After viewing 

the material, students were asked a series of transfer questions about the workings of car 

brakes (e.g., "What could be done to make brakes more reliable, that is, to make sure they 

would not fail?").  Students in the second group correctly answered fewer transfer 

questions than those in the first group.  Similar results were found with respect to the 

positions of text and symbols in geometry diagrams (i.e., those who received booklets 

with the text and symbols positioned a fair distance below the diagram took significantly 

longer to solve transfer problems than those who received booklets with the text and 

symbols placed in close proximity to the corresponding parts of the diagram). 

While such research is largely aimed at discovering how people learn in 

multimodal environments, it also has clear applications to multimodal assessment.  In 

ONPAR tasks, interactions between the students and the environment do not merely 

involve a series of questions and responses.  Rather, prior to presenting the student with 
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any questions, ONPAR tasks first present the student with a diverse range of stimuli that 

are designed to orient the student towards relevant information and thereby prepare the 

student for a target question.  Thus, as students move throughout a task, they must learn 

to identify and assign appropriate meanings to relevant stimuli.  Given this, learning-

related research (e.g., that on the relationship between learning and spatial proximity) is 

often germane to the design of multimodal assessments.  To illustrate, if ONPAR tasks 

were designed so that written texts were positioned in far spatial proximity from 

corresponding illustrations, students may have greater difficulty learning to identify and 

assign appropriate meanings to relevant stimuli, and hence may have greater difficulty in 

conveying their content knowledge and skills. 

In light of the aforementioned research on spatial proximity in learning, ONPAR 

tasks present written text in close proximity to corresponding illustrations. In a chemistry 

task, for example, illustrations of four different molecular models are presented in close 

proximity to one another and positioned in the center of the screen. Moreover, the 

description for each model (e.g., “Space-filling model”, “Lewis structure”, “Ball-and-

stick model”) is presented directly beneath the corresponding illustration. 

In addition to the way in which ONPAR uses spatial proximity in its design, it 

also ONPAR uses spatial consistency to facilitate student interaction with onscreen 

stimuli.  Research suggests that the visual system is highly selective to spatial regularities 

in the environment (Jiang et al. 2013).  Thus, to better enable students to use onscreen 

support tools in ONPAR tasks, the location of such tools remains constant throughout 

tasks.  For example, navigational buttons are always located at the bottom center of the 

screen and remain in the same order, target questions are always located near the top left 
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of the screen and are positioned next to a button that can be used to hear a spoken version 

of the question, and rollover icons (which can be used to view a demonstration of how 

one is to perform a given action) are always located at the top right of the screen. 

As is the case with spatial features, temporal features have the potential to either 

clear or obstruct paths by which students might convey their content knowledge and 

skills.  Several studies suggest that without close temporal proximity between the 

presentation of a spoken text and that of a corresponding animation, students must hold 

the spoken information in working memory while waiting to identify the corresponding 

animation. This wastes mental resources. Spoken information should be presented at the 

same time as the corresponding animation (Mayer and Anderson 1991, 1992; Mayer and 

Sims 1994; Mayer et al. 1999).  In a study by Mayer et al. (1999), students were 

presented with an animation about either lightning formation or the workings or car 

brakes, as well as a corresponding spoken narration about the animation’s content.  

Students were divided into three groups.  The first group watched all of the animation 

while concurrently listening to all of the spoken narration.  The second group listened to 

short segments of the spoken narration that were interpolated between short segments of 

the animation.  The third group listened to all of the spoken narration either before or 

after watching all of the animation. Students were assessed on the basis of retention, 

transfer, and matching.  Retention was measured by giving students 6 minutes to write 

down everything they could remember about lightning formation (or the workings of car 

brakes); those who provided more of the explanatory steps that were portrayed in the 

animation were judged to have better retention. Transfer was measured by giving 

students a series of questions to answer (e.g., “Why would clouds appear without 
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lightning?”); those who provided a higher number of correct answers to the questions 

were judged to have better transfer ability. Finally, matching was measured by asking 

students to label parts of a graphic illustration (e.g., students might be asked to “circle 

part of the brake line and write L next to it”); those who correctly labeled more of the 

relevant parts were judged to have better matching abilities.  On all three measures 

(retention, transfer, and matching), students in the third group (i.e., those who listened to 

all of the spoken narration either before or after watching all of the animation) showed 

decreased performance when compared to the first and second groups.  Similar results 

were found by Mayer and Anderson (1991, 1992), and Mayer and Sims (1994). 

Given such results, ONPAR provides students with (optional) written and spoken 

stimuli that are presented at the same time as any corresponding non-verbal stimuli.  

Moreover, throughout ONPAR tasks, students can listen to or replay spoken information 

by clicking on the “ENGLISH” (or “TRANSLATE”) button positioned next to the 

written text. The written text, as well as the button used to listen to and replay the spoken 

version of the text, remains on the screen throughout the corresponding animation.  A 

mathematics task, for instance, involves an animation in which the numeral “1” is passed 

through a machine that is labeled “+3”, and the numeral “4” comes out from the other 

side of the machine. During the animation, the sentence “This is a number machine” is 

written at the top of the screen.  The “ENGLISH” (or “TRANSLATE”) button positioned 

next to the sentence can be pressed before, during, or after the animation to hear the 

sentence read aloud.  This ensures that students do not have to hold spoken information in 

working memory while waiting to identify the corresponding animation. 
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A further feature that can affect students’ ability to convey their content 

knowledge and skills pertains to the way in which verbal stimuli are presented.  Research 

suggests that people perform worse when language is presented in a formal style rather 

than a conversational style, such as when third-person constructions are used rather than 

first- or second-person constructions (e.g., when using “people” in place of “you”, or 

“the” in place of “your”) (Moreno & Mayer 2000, 2004; Mayer et al. 2004).  In a study 

by Moreno and Mayer (2000), students watched an animation on lightning formation 

while listening to a corresponding narration that described the main steps of lightning 

formation.  Some students received personalized narration in which the speaker addressed 

students directly and used first- and second-person constructions (such as, “I” and “you”), 

while other students received nonpersonalized narration in which the speaker neither 

addressed students directly nor used first- or second-person constructions.  The key 

content of the narration was the same for both groups (i.e., describing the same key steps 

of lightning formation).  Those in the nonpersonalized group exhibited decreased 

performance on transfer tests when compared to those in the personalized group.  

Transfer tests consisted of solving problems about lightning formation on the basis of 

what was learned in the presentation (e.g., students might be asked, "What does air 

temperature have to do with lightning?”). 

Similar effects have been found with other subject areas, such as the human 

respiratory system (Mayer et al. 2004) and environmental science (Moreno & Mayer 

2000, 2004).  In a study by Mayer et al. (2004), students were presented with a short 

animation along with a corresponding spoken narration that described the workings of the 

human respiratory system.  One group of students (the nonpersonalized group) received a 
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spoken narration with the word “the” used in several places, while another group of 

students (the personalized group) received the same spoken narration except that twelve 

occurrences of the word “the” were replaced with “your”.  Those in the nonpersonalized 

showed decreased performance on transfer tests when compared to those in the 

personalized group. 

In light of such findings, ONPAR tasks often word questions, instructions, and 

descriptions in a conversational style. In a mathematics task, for instance, instructions are 

given in a second-person construction; e.g., “Show how you got your answer”. The task 

also uses language that refers to personalized situations; e.g., “Emma wants a game 

player and games.” Such phrasing serves to prevent interference that might otherwise 

occur from the use formal (rather than conversational) language.  

A second issue related to the personalization of language concerns the type of 

voice that is used in spoken narrations. In a study by Atkinson et al. (2005), students were 

presented with worked-out word problems in arithmetic along with an onscreen 

pedagogical agent.  For some subjects, the pedagogical agent spoke in a natural human 

voice, while for other subjects, the agent spoke in a computerized voice.  Those who were 

presented with the computerized voice performed worse on both near and far transfer 

problems than those who were presented with the human voice.  Near transfer was 

measured with word problems that were structurally similar to previous example 

problems but with a different surface story line.  Far transfer was measured with word 

problems that differed in both the deeper structure of the problem and the surface story 

line. 
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Similarly, in a study by Mayer, Sobko, and Mautone (2003), students were 

presented with an animation on lightning formation along with a corresponding spoken 

narration describing the steps of how lightning forms.  One set of students heard the 

narration in a foreign-accented voice, while another set of students heard the narration in 

a standard-accented voice.  Those who heard the narration in a foreign-accented voice 

performed significantly worse on transfer problems than those who heard the narration in 

a standard-accented voice. 

In accordance with these results, ONPAR tasks present students with (optional) 

spoken information in a standard-accented human voice. In a physics task, for example, 

students are instructed, “Watch what happens. Describe the forces on the box.” The 

instructions are spoken in a female human voice with a standard accent. 

Another feature that can impact students’ ability to convey their content 

knowledge and skills pertains to the use of interesting yet extraneous material.  Harp & 

Mayer (1997) presented students with a booklet on lightning formation.  One set of 

students received a condensed version that described the steps of lightning formation in 

five paragraphs, with each paragraph paired with a corresponding illustration.  Another 

set of students received an extended version of the booklet that contained everything 

from the condensed version, along with five additional photos (one placed next to each 

paragraph) and additional written text that conveyed interesting facts about the photos but 

were irrelevant to the steps of lightning formation.  For example, a photo of a golfer was 

paired with the sentence, “Golfers are prime targets of lightning strikes because they tend 

to stand in open grassy fields, or to huddle under trees.”  After reading the booklet, 

students were given a series of transfer problems; e.g., the question “What does air 
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temperature have to do with lightning?”  Students who received the extended booklet 

performed significantly worse on transfer problems than those who received the 

condensed version.  Similar results were found in a computer-based study (Mayer et al. 

2001) and in other booklet-based studies (Harp & Mayer 1998). 

While further investigation is needed to determine whether the added material 

reduces understanding because it is extraneous or because it is interesting, there is reason 

to think that both features play a role.  Mayer et al. (1996) presented students with a 

written overview of ocean wave formation.  One set of students received a relatively brief 

account of ocean wave formation, while another set received all of the material from the 

brief account along with extraneous information (i.e., information that was not 

incorporated into transfer questions) about quantifying ocean wave formation.  Students 

who received the extended version performed significantly worse on transfer problems 

than students who received the brief version.  Since it seems unlikely that the information 

on quantifying ocean wave formation was particularly interesting to students (at least 

relative to the other information), the presentation of extraneous material (regardless of 

whether it is interesting) seems sufficient to reduce student understanding. 

However, this is not to say that the interestingness of extraneous material has no 

effect on student understanding.  For, it may well exacerbate the drop in student 

understanding by more pronouncedly directing students’ attention to irrelevant features. 

In support of this, Garner et al. (1991) found that students remember interesting yet 

extraneous material better than they remember the key material. 

Given such results, ONPAR tasks only use images, animations, and other stimuli 

that are directly relevant to the key content.  Moreover, any text that is used is optional 
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and limited to basic instruction. For example, in a mathematics task, students are shown 

that 2 blue squares added together equals 6.  This is done by displaying 2 blue squares on 

the screen with an addition sign between them, along with an equals sign positioned to 

the right of the rightmost blue square, and the numeral “6” positioned to the right of the 

equals sign. There is no additional extraneous material added to the display that could 

hinder students in retrieving relevant information from long-term memory. 

Due to the vast array of potentially relevant stimuli in dynamic multimodal 

environments, there are often cases in which it is useful to employ a more direct method 

of guiding students towards relevant stimuli; namely, through the use of signals.  Signals 

are added to guide students’ attention to the relevant material. They do not provide the 

student with new information. They merely “highlight (or repeat) the essential material in 

the lesson and … guide learners’ organization of the essential material into a coherent 

structure” (Mayer 2009).  In a study by Atkinson (2002), subjects were presented with 

multistep example word problems on mathematical proportions.  Some subjects were 

presented with example problems along with spoken explanations of the steps to solve 

the problem.  Other subjects were presented with the same example problems and the 

same spoken explanations, but they were also presented with an onscreen agent that 

directed subjects’ attention (via gesture and gaze) towards the relevant step that was 

being explained.  Atkinson (2002) found that subjects who were presented with the 

onscreen agent performed better on both near and far transfer tests than subjects who only 

received the example problem and spoken explanations.  Near transfer was measured by 

having subjects solve problems that were dissimilar in storyline but similar in structure to 
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the example problems, while far transfer was measured by having subjects solve 

problems that were dissimilar in both storyline and structure to the example problems. 

Similarly, Jeung et al. (1997) presented two groups of subjects with the same 

example geometry problems, which were accompanied by the same spoken explanations 

of the problems.  However, for just one of the groups, the part of the problem that was 

being described in the spoken explanation would flash on the screen. Jeung et al. (1997) 

found that in visually complex tasks, those who were presented with the onscreen flashes 

performed better on problem-solving posttests than those who did not receive the 

onscreen flashes.  Research also suggests that people benefit from a variety of other types 

of cues, such as graphic displays of the structural organization of a written passage (Stull 

& Mayer 2007), vocal emphasis (Mautone & Mayer 2001), and organizational headings 

and numbers within a text (Harp & Mayer 1998; Mautone & Mayer 2001). 

In accordance with such research, ONPAR tasks include a number of design 

features that help direct students’ attention to relevant information; e.g., through the 

movement and position of objects on the screen, the color of objects, changes in the color 

of objects, and the use of (optional) written and spoken instructions.  In certain ONPAR 

tasks, for example, the key words and phrases used in written questions and instructions 

are highlighted in order to direct students’ attention to such words and phrases. To 

illustrate, in a mathematics task, students are asked, “How much does 1 ball weigh?”  In 

the written version of the question, the phrase “1 ball” and the term “weigh” are both 

colored blue and underlined. When the cursor is dragged over the phrase “1 ball”, 1 ball 

is outlined in blue. When the cursor is dragged over the term “weigh”, the scales are 

outlined in blue. 
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While many of ONPAR’s design features are constructed in accordance with 

findings in cognitive science, the success of ONPAR also points to new areas of research 

that may have promise.  For instance, consider the finding that students’ ability to convey 

their content knowledge and skills can be affected by the manner in which graphics are 

presented with verbal stimuli.  Particularly, such studies show that students have more 

difficulty learning material when graphics are presented with written text than when they 

are presented with spoken text (Jeung et al. 1997; Mayer and Moreno 1998; Kalyuga et 

al. 1999, 2000; O’Neil et al. 2000; Moreno et al. 2001; Moreno & Mayer 2002). In a 

study by Mayer and Moreno (1998), students were presented with an animation on either 

lightning formation or the workings of car brakes.  All students also received descriptions 

about the key steps of lightning formation or the workings of car brakes.  But while some 

students received the descriptions via spoken text, other students received them via 

written text.  Mayer and Moreno (1998) found that in both cases (i.e., that of lightning 

formation and that of car brakes), students who were presented with both an animation 

and written text exhibited decreased performance when compared with students who 

were presented with both an animation and spoken text.  Specifically, those in the written 

text group showed decreased performed on tasks in which students were asked to write 

down an explanation of either lightning formation or the workings of car brakes.  They 

also showed decreased performance on tasks in which students were asked to find and 

label elements from the animation (e.g., finding the updraft and writing U next to it) and 

on transfer problems (e.g., answering questions such as, “What could you do to decrease 

the intensity of lightning?”).  Similar effects have been found across a diverse range of 

tasks and topics, including mathematics problems (Jeung et al. 1997), environmental 
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science simulations (Moreno et al. 2001; Moreno & Mayer 2002b), aircraft simulations 

(O’Neil et al. 2000), the workings of electric motors (Mayer et al. 2003), and tasks in 

which diagrams were used in place of animations (Jeung et al. 1997; Kalyuga et al. 1999, 

2000). 

How do such findings pertain to ONPAR design?  While ONPAR tasks often 

present students with graphics, spoken text, and written text, students are able to choose 

the specific presentation modes with which they work.  In a mathematics task, for 

instance, there are a variety of ways in which students might learn that two scales are 

balanced; e.g., students might read the sentence “The scales are balanced” at the top left 

of the screen, or they might click the button labeled “ENGLISH” or the button labeled 

“TRANSLATE” to listen to a spoken version of the sentence in either English or another 

language, or they might observe the onscreen graphics to see that both sides of the scale 

are at the same height.  While it seems plausible that this type of autonomy to choose the 

presentation modes with which one works might reduce the threat of interference from 

the combined presentation of graphics, spoken text, and written text, further 

experimentation is needed to explore this possibility. 

The role of student autonomy in dynamic multimodal environments also raises a 

more general point about the diversity of learning and testing styles.  As many have 

noted, not all people work well with the same learning or testing style (Felder & 

Silverman 1988; Jonassen & Grabowski 1993; Ford & Chen 2001; Bajraktarevic et al. 

2003; Graf & Kinshuck 2008).  Videogames respond to this issue either by having a 

game design that allows for diverse styles of play or by allowing players to choose the 

settings to best fit their style of play (Gee 2007).  Similarly, ONPAR tasks give students a 
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significant amount of autonomy over their environments, such as control over the 

presentation modes with which they interact and control over the pacing of tasks. 

Accordingly, research in cognitive science suggests that multimodal environments 

can be effective in assessing students across a wide variety of learning and testing styles.  

Many students who are considered to be at a disadvantage show heightened performance 

when learning or testing in multimodal environments.  For example, those with low 

spatial ability show enhanced performance when animations are used as opposed to still 

images or no images (Hays 1996; Lohr & Gall 2008); and while those with low working 

memory capacity tend to struggle with instruction and assessment that contains only 

written text, they benefit when written text and images are used together (Wey & Waugh 

1993; Graf & Kinshuck 2008). 

Given that students vary in their cognitive styles and abilities, it is often important 

to integrate different learning and testing styles into education, since doing so can ease 

learning and allow for more accurate assessment (Jonassen & Grabowski 1993; Graf & 

Kinshuck 2008).  Not surprisingly, students who are disposed to a particular learning or 

testing style often have difficulty with assessments that do not match that learning or 

testing style (Felder & Silverman 1988; Ford & Chen 2001; Bajraktarevic et al. 2003; 

Graf & Kinshuck 2008).  Moreover, the better the fit between a student’s testing style and 

the presentation form of the material, the more likely it is that the student’s responses will 

accurately reflect the student’s content knowledge and skills (Graf & Kinshuck 2008). 

In light of the large variety of learning and testing styles, such findings may 

initially seem to suggest that the more presentation modes there are, the more likely it is 

that the material will facilitate a wider range of students in conveying their content 
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knowledge and skills.  However, this is not always the case. Several studies have found 

that people achieve better understanding when the same information is not given in 

multiple formats; e.g., they achieve better understanding when graphics and spoken text 

are presented alone than when they are presented with written text (Mousavi et al. 1995; 

Kalyuga et al. 1999, 2000; Craig et al. 2002; Mayer et al. 2001; Moreno & Mayer 2002b; 

Sweller 2005). 

Mousavi et al. (1995) presented one group of students with worked-out geometry 

examples along with diagrams, written text, and a spoken version of the text.  Another 

group of students was presented with the same geometry examples, diagrams, and written 

text but without any spoken text. Students in the former group (i.e., those who received 

linguistic information in both a spoken and written form) showed decreased performance 

on transfer tests relative to students in the latter group (i.e., those who received linguistic 

information only in written form). Transfer tests required students to use the same 

geometric theorems that were used in the worked-out examples but in a context with 

different diagrams. 

Similar effects have been found with other topics, such as electrical engineering 

(Kalyuga et al. 1999, 2000), lightning formation (Craig et al. 2002; Mayer et al. 2001; 

Moreno & Mayer 2002a), and environmental science (Moreno & Mayer 2002b). Mayer 

proposes that this effect is due to the fact that redundant information (from presenting the 

same linguistic information in multiple forms) increases cognitive load and thereby 

decreases performance (Mayer 1997, 2009; Kalyuga et al. 1999).  This suggests a 

possible tension between designing assessments that cater to a wide variety of learning 
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and testing styles (i.e., by using multiple presentation modes) and designing assessments 

that do not unintentionally hinder students’ performance by increasing cognitive load. 

As noted above, ONPAR responds to this type of issue in much the same way as 

good videogames do: i.e., by offering not only multiple, but also optional, presentation 

modes.  While ONPAR tasks often contain the same, or similar, information in different 

formats, students are able to choose the formats through which they interact and receive 

information.  For instance, in a mathematics task, students are presented with a problem 

in which the numeral “5” is inserted into a machine that is labeled “+3”, and a question 

mark comes out of the machine.  At this point, students can attempt to solve the problem 

by inserting a numeral into the box with a question mark. Or for further clarification, they 

can read the corresponding text that says, “The rule is +3. What number comes out?”, or 

they can listen to a spoken version of the text.  While this use of multiple yet optional 

presentation modes may help explain why a wide variety of students show increased 

performance on ONPAR tasks (Carr & Kopriva 2013), further research is needed to 

understand the precise role of student autonomy in multimodal environments, and in 

particular, how such autonomy might be used to increase the number of presentation 

modes without unintentionally increasing cognitive load. 

 

3. Situating ONPAR among other dynamic multimodal environments 

Given the promise of ONPAR in opening up paths by which students can better 

convey their content knowledge and skills, consider more broadly the relationship 

between ONPAR and other dynamic multimodal environments, most notably 

videogames.  While much of the relevant literature on videogames is more conceptual 
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than experimental, it is nonetheless valuable when considering multimodal environments.  

As McClarty et al. (2012) point out: 

 
Most of the available studies consist of descriptive analysis of the impact 

games have on students’ attitude towards the subject being taught and 

their motivation to attend and engage in class….  In rare occasions when 

researchers have attempted to investigate the relationship between learning 

within digital games and academic performance, the results are mixed 

because of differences in definitions and methodologies…. [C]reating 

definitions and models for many of the attributes that are considered 

integral parts of the power of games (e.g., motivation, engagement, 

agency) would … allow for a more coherent research approach. 

 
Thus, in order to determine the importance of various game-like features in learning and 

assessment, relevant concepts are needed to pick out such features and differentiate one 

feature from another.  Accordingly, for the purposes of this paper, such conceptual work 

is useful in its ability to broadly situate ONPAR among other dynamic multimodal 

environments. 

Consider, for instance, a distinction between two types of educational games: 

conceptually embedded games and conceptually integrated games.  In conceptually 

embedded games, the player explores the game world and gains scientific understanding 

through overt inquiry at particular sites (Gee 2007; Squire 2012).  In conceptually 

integrated games, by contrast, the relevant science concepts are “integrated directly into 

the core mechanics that operate in the game environment” (Clark & Martinez-Garza 

2012).  Conceptually embedded games tend to make it easier to teach and assess key 

ideas in an explicit (as opposed to tacit) way, while conceptually integrated games often 
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make it more difficult for players to explicitly articulate their content knowledge (Masson 

et al. 2010). 

ONPAR tasks share a number of key features with conceptually embedded games.  

Throughout a given task, students must engage in overt inquiry about scientific or 

mathematical content  (e.g., about the relationship between temperature and reaction 

time, or about what happens when a ball with a particular density and volume is dropped 

into a liquid).  As in conceptually embedded games, such inquiry takes place in an 

environment in which target questions are situated within a broader framework of 

relevant contextual features.  For instance, ONPAR tasks typically begin by presenting 

students with an introductory context that situates them within an environment that is 

closely tied to the target question.  Subsequently, students are presented with further 

stimuli that build upon the introductory context to better orient the students towards the 

target question and thus provide them with a clear avenue through which they can convey 

explicit content-related knowledge.  This transition (from the introductory context, to the 

buildup stimuli, to the target question) serves to restrict information to just a few key 

features at the beginning of the task, and then to increase the amount of relevant stimuli 

as the student moves towards the target question.  This is important, since if early 

interactions between the student and environment are too complicated or too open-ended, 

students may be prone to form hypotheses that work in a given situation but have little 

extension to later more complex interactions. As many have noted, earlier interactions 

should be less complex, involve fewer pieces, and be easier to complete (Clark 1989; 

Elman 1991a, b; Gee 1992, 2001; Steinkuehler 2013). 
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In support of this, Kersten and Earles (2001) presented subjects with an artificial 

language and found that those who were first presented with single words and only later 

presented with entire sentences learned the meanings and morphology of the words better 

than those who were only presented with entire sentences.  Similar results have been 

found in research on neural networks.  Networks that begin with a restricted amount of 

data along with limited working memory (or limited access to prior internal states) 

perform better in learning artificial languages and are less likely to make false 

generalizations than networks that begin with more data and better access to prior internal 

states (Clark 1989; Elman 1991a, b, 1993). 

Accordingly, ONPAR tasks typically begin by presenting students with an 

animation or illustration.  Students must then make inferences about the relevance of the 

initial stimuli; e.g., the color of the water, the labels “O2” and “CO2”.  Next, students 

must make inferences about additional features, such as the effect of lighting on two 

different life forms that are placed in separate liquid-filled test tubes. Finally, students 

must make further inferences about yet further features, such as the effect of lighting, 

over time, on two life forms in the same liquid-filled test tube. This progression follows 

the idea that stages in a task should be ordered so that earlier stages train students how to 

think about later (potentially more difficult) stages. 

Moreover, as students move through such a progression, they are able to engage 

in both vertical and horizontal interaction (processes that are often key to successful 

videogame performance).  In vertical interaction, a student incrementally develops better 

skills, while in horizontal interaction, a student’s skills stay relatively the same but the 

student obtains, through exploration, a rough idea of what the various skills are and how 
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they might be used (Goto 2003; Gee 2008).  As Gee (2008) notes, “Horizontal 

experiences look like mucking around, but they are really ways of getting your feet wet 

getting used to the water and getting ready eventually to jump in and go swimming”.  

Both vertical and horizontal interaction play a role in ONPAR tasks.  Students participate 

in vertical interaction when they progress through various stages of a task and see how 

the latter stages build upon aspects of the former stages.  Students also have the option to 

participate in horizontal interaction; e.g., by freely moving forward and backward 

through the stages of a task, by positioning the cursor atop rollover icons, or by listening 

to spoken versions of written texts. 

In order to facilitate both vertical and horizontal interactions, ONPAR tasks often 

encourage a process that is common in videogames: i.e., what Gee (2003) calls a cycle of 

“probing, hypothesizing, reprobing, and rethinking”.  During the cycle, a player first 

probes the virtual world by interacting with and engaging the surrounding environment 

(e.g., the player searches a room, finds and opens a chest, and picks up a health kit).  

Then, on the basis of this probing, the player forms a hypothesis about the meaning of 

something in the environment (e.g., the player hypothesizes that finding a health kit 

means that there will be a difficult section on the other side of the door).  The player then 

reprobes the environment with that hypothesis in mind (e.g., the player opens the door 

and passes into the next room expecting it to be a difficult section).  Finally, the player 

uses the outcome of the reprobing as feedback to embrace or revise the hypothesis (e.g., 

the player finds that there is indeed a difficult section on the other side of the door and 

thus further embraces the initial hypothesis that finding a health kit has the meaning 
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initially attributed to it) (for similar ideas, see Dewey 1933/1986; Schon 1987; Gee 

1997).  

A similar process occurs in many ONPAR tasks.  A student probes the 

environment by pressing some button on the screen (e.g., the play button).  Then, the 

student watches an animation and forms a hypothesis about which stimuli in the 

environment are most relevant to the task (e.g., the color of a liquid, the color of a rubber 

bulb on a dropper).  Next, the student reprobes the environment (e.g., by pressing the 

replay button, or by moving the cursor atop a rollover icon or underlined word).  Finally, 

the student uses the outcome of reprobing to embrace or revise his or her hypothesis (e.g., 

supposing that the student moves the cursor atop a rollover icon, he or she might notice 

relevant stimuli that are now highlighted on the screen, and can then use this as feedback 

to embrace or revise the initial hypothesis about which features in the animation are most 

relevant to the task). 

On a more general level, ONPAR tasks, like good games, can be described as 

“well-defined problems nested within ill-defined problems” (Steinkuehler 2013). Well-

defined problems have clear criteria and boundaries; they are constrained in such a way 

that it is clear whether one has provided a correct answer.  Many problems that are 

relevant to gameplay, however, are not well-defined.  In particular, there are also ill-

defined problems; i.e., problems to which there are no determinately correct answers, but 

to which a player can nonetheless respond more or less skillfully (e.g., in the way that 

one can respond more or less skillfully to the issue of when to use a healing potion, or of 

whether to hide from a security camera or try to disable it). 
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ONPAR tasks can likewise be described in terms of well-defined problems nested 

within ill-defined problems.  In a biology task, for instance, students are presented with 

two liquid-filled test tubes under light.  One test tube contains a plant and the other 

contains an animal.  Students must then infer, for each test tube, whether the liquid will 

turn blue (indicating O2) or yellow (indicating CO2).  Along these lines, the task can be 

understood as a well-defined problem, e.g., in that students who indicate that the test tube 

with the plant will turn blue are correct, while those who do not are incorrect.  However, 

the task can also be understood in terms of an ill-defined problem, e.g., in that students 

must decide with which presentation modes they want to engage.  For instance, students 

can choose to focus solely on the animation without attending to the written or spoken 

instructions, or they can attend to the written and spoken instructions in conjunction with 

the animation.  Similarly, they can replay a previous animation, replay the current 

animation, look ahead to a subsequent animation, or move the cursor atop a rollover icon 

or underlined word in order to highlight relevant stimuli or view a demonstration of how 

to perform a given action. The problem of determining which of these choices should be 

carried out is ill-defined, since there is no determinately correct answer to the problem.  

However, students can still aim to respond more or less skillfully to such problems, in 

part, by taking into account their abilities, prior knowledge, and surrounding context. 

 

4. Conclusion 

 To summarize, ONPAR methods are designed to open up avenues by which 

students can better convey their content knowledge and skills.  In this paper, we 

examined a large variety of studies from cognitive science to help explain how and why 
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ONPAR methods are likely to succeed at opening up such paths.  To do this, we began by 

considering how ONPAR’s use of assisted open-ended questions and instructions helps 

provide access to the ways in which various concepts, propositions, strategies, and 

procedures are related to one another in students’ long-term memory.  We then looked at 

how ONPAR uses multiple presentation modes to activate relevant knowledge schemas, 

and thereby to facilitate student performance, in those with relevant content knowledge 

and skills.  Next, we focused on how the specific organization and design of ONPAR 

stimuli serve to facilitate efficient processing of relevant information; e.g., through the 

use of spatial and temporal proximity, the use of conversational versus formal language, 

the exclusion of interesting yet extraneous material, and the use of explicit signals to 

guide students’ attention to relevant stimuli.  Finally, we looked at various concepts from 

the videogame literature in order to further situate ONPAR among other dynamic 

multimodal environments. 

 This paper paves the way for a closer examination of several questions.  For 

instance, how do the advantages of multiple presentation modes in learning and 

assessment relate to the disadvantages of redundant information (e.g., information that is 

presented in both written and spoken form)?  Second, might the problems associated with 

redundant information disappear if students were not only presented with redundant 

information but were also given the option to choose the presentation modes through 

which they receive information?  Third, if students can choose the presentation modes 

through which they receive information, is it more advantageous for them to choose just 

one or two presentation modes rather than most or all of the presentation modes?  Fourth, 

do students inherently know which presentation modes are best suited to their learning 
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and testing styles?  Fifth, are the presentation modes with which a student prefers to work 

the same as those with which the student performs best?  It is to such questions that we 

turn in future research. 
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